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Abstract

Yelp is an online platform where users can submit reviews about restaurants and businesses. A business’
Yelp rating and its written reviews can attract or repel visitors, and consequently determine the success of
the business. Many consumers depend on Yelp as well. In today’s day and age, access to crowd-sourced
reviews can highly influence consumer decisions on what stores to shop at and restaurants to dine in. A
model that can predict when a Yelp reviewer will rate a restaurant highly (4 or 5 stars) can serve as a
valuable recommender system, increasing user engagement and retention as well as customer traffic to new
restaurants.

This project evaluates the performance of User-Item Collaborative Filtering, Item-Item Collaborative
Filtering, and K-Nearest Neighbor Collaborative Filtering in predicting Yelp user ratings of restaurants in
the United States.

I used data from the Yelp dataset challenge, (which can be found at www.yelp.com/dataset/challenge) and
selected datasets consisting of user reviews and business features. I created a matrix of user-restaurant-ratings
to use with User-Based and Item-Based CF, which I also used for K-NN CF in conjunction with a one-hot
matrix of restaurants and their attributes. Due to the size of the Yelp dataset, I chose to only consider
users and restaurants in the US with at least 15 reviews in order to avoid the cold-start problem related to
recommender systems (this remains unaddressed throughout the project). Some of the features considered in
the one-hot matrix used for K-NN CF include: cuisine type, restaurant attire, ambience, alcohol availability,
and price range. Categorical variables were converted to one-hot attributes, for a total of 170 attributes (a
comprehensive list of attributes can be found in Appendix A). In total, my processed dataset considered
5186 restaurants and 10634 users. There were 248838 ratings used for training, 31170 used for validation,
and 10390 held out for testing (roughly an 85/10/5 split). I used scikit-learn to assist with my project, along
with some implementation of my own.

Methods

Both User-Based CF and Item-Based CF fall under Memory-Based CF methods of predicting user ratings
of restaurants. They essentially use a user-v-restaurant matrix of ratings to compute a user-user similarity
metric and a restaurant-restaurant similarity metric, respectively. I use cosine distance in this report. Then,
a rating is predicted from a weighting of other users’ ratings of the item or the specific user’s ratings of
previously rated items.

K-NN CF falls under a Model-Based approach to predict user ratings. To implement K-NN CF, I use
a one-hot matrix of restaurants and 170 attributes. This matrix is used to find a user’s K most similar
previously-rated restaurants based on cosine distance. Ratings are then predicted by taking a weighted
sum of these ratings. A predicted rating is prescribed ”high” if it is 4 stars or higher, and thus should be
recommended to a user.
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User-Item Collaborative Filtering

User-Item CF can be explained as ”users similar to you liked...”. Similarity between users a and b is computed
via cosine distance:

similarity(ua, ub) =
ua · ub

‖ua‖2‖ub‖ 2
(1)

Then, in order to create a prediction for a user’s rating n, use the following formula:

x̂a,n = x̄a +

∑
ua

similarity(ua, ub)(xb,n − x̄ub
)∑

ua
|similarity(ua, ub)|

(2)

In equation 2 the x̄ub
in the numerator adjusts for the difference in two users’ average rating, since some

users may tend to give higher or lower scores to their restaurants ratings, on average. The denominator
normalizes the scores, and the x̄a takes into account user a′s average rating to determine the prediction.

Item-Item Collaborative Filtering

Item-Item CF can be explained as ”users who liked this restaurant also liked...”. The steps to implement
this method are identical to those in the User-Item CF process, except the user-restaurant-ratings input
matrix is transposed so as to calculate similarities between restaurants rather than users.

K-NN Collaborative Filtering

K-NN CF can be explained as ”you might like this item based on your ratings of K similar items...”. The
method I use to predict user a′s rating of a specific restaurant:

1. Use the user-restaurant ratings matrix to determine the restaurants that user a has previously rated

2. Among the user’s previously-rated restaurants, use cosine distance to find the K most similar

3. Take a uniformly-weighted vote among the K restaurants to classify determine the restaurant’s rating

4. If the predicted rating is at least 4 out of 5 stars, determine the rating ”high” and recommend the
restaurant to the user

In order to determine the optimal K value, I evaluate the K-NN model with a range of K’s against the
validation set and calculate precision, recall, and accuracy.

Results

User-Item & Item-Item Collaborative Filtering

Table 1 below shows errors for both User and Item-Based CF methods.

Evaluation Measure User-Item Item-Item
RMSE 3.907 3.921
MAE 3.731 3.746

Table 1: Root Mean Squared Error and Mean Absolute Error of User and Item Based CF

Although these results are not stellar, it is promising that we can predict user ratings off of similarity
measures.
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K-NN Collaborative Filtering: Determining K

Figure 1: K-NN recall, precision, and accuracy on
validation data

Figure 1 shows the K-NN performance evaluated
against the validation set with a range of K values.
Although the accuracy of prediction is not stellar,
we can evaluate two other metrics. Precision is the
ability of the classifier not to incorrectly label an
observation positive that is actually negative. It is
important to have a high precision score in order to
not recommend a would-be-low-rated restaurant to
a user. Recall is the ability of the classifier to find all
the positive samples. A recommender with a high
recall score is able to recommend users most of the
restaurants he or she would rate highly.

It can be observed in figure 1 that the
K-NN model achieves high recall and precision
as K is increased, suggesting that creating a
well-functioning recommender with K-NN CF is
indeed feasible. Furthermore, all three metrics
plateau at K = 20, which is chosen as the optimal
K for the K-NN CF model.

K-NN Collaborative Filtering: Testing Optimal K

After selecting K = 20 from K-NN CF results on validation data, I ran 20-NN CF on the held-out test data
set and produced the results shown in table 2. These results are consistent with those obtained by running

Evaluation Measure 20-NN CF Results
Recall 0.870

Precision 0.688
Accuracy 0.663

Table 2: 20-NN CF Recall, Precision, and Accuracy

K-NN CF on validation data. High recall suggests that a recommender created with 20-NN CF would be able
to recommend users most of their to-be-highly-rated restaurants, and could potentially be a step towards a
valuable recommendation tool for Yelp.

Further Work

In order to improve User-Item and Item-Item CF results, I would suggest looking at Top-K Collaborative
Filtering, where only the most similar K ratings are taken into account. This is different from the K-NN CF
method discussed in this report, as Top-K still works in the user-restaurant-rating space. Furthermore, it
could be interesting to experiment with different similarity metrics such as Pearson correlation. To better
improve K-NN CF, I would suggest experimenting with various distance metrics and methods of weighting
the K-selected neighbors. Furthermore, as each user-rating vector and restaurant-feature vector has many
attributes, it would be interesting to use Neural Net methods to predict ratings.

A large limitation of using the methods in this project to create a recommender system is the cold-start
problem. In context, this arises when users or restaurants have few reviews. In order to implement the
methods discussed in this report, I included restaurants rated at least 15 times and users who provided at least
15 ratings. Addressing this problem is crucial to implement a recommender system that will accommodate
new users.
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Appendix A: One-hot Attributes

The attributes which were initially boolean are listed in figure 2 below.

Figure 2: Boolean attributes

The attributes which were initially categorical which were transformed into one-hot representation are
listed in figure 3 below.

Figure 3: Categorical attributes - turned one-hot
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